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ATIMESERIES ANALYSISOF SOUTH FLORIDA RAINFALLRECORDS
SUMMARY
Other findings are:
This study indicates there is a high probability that, during the years of 1983-
1984, south Florida will have above normal rainfall, and then during 1986-1987, it
will have below normal rainfall. Other findings are:

(1) There may be 6 and 12 year cycles in south Florida rainfall. These basic
cycles are fairly synchronized in south Florida.

(2) Attempts to use regression and ARIMA models for yearly rainfall
forecasting were not successful.

(3) Extremes (peak or valley) in certain cycles show there are some_
predictabilities in both time and quantity, The forecast is based on the
cyclic behavior of the extremes.

(4) For water supply planning, a 6-year drought-rainfall is recommended.
The average minimum of the 6-year cycle is 49.68 inches a year (93.7% of
over all average), about the same as the average minimum of a 12-year
cycle.

INTRODUCTION

When a time series is not stationary in some way, patterns may be hidden in
the time series. If a significant trend or cycle can be identified, it can help explain
the variance involved in the time series. Reduction of variance is particularly
important if the model is to be used as a planning or forecasting tool. Furthermore,
the trend or cycle mode (and its associated parameters) often imply physical
meanings that can help to identify the cause/effect relationships. One may even
attempt to relate a shift in trend and/or cyclic parameters identified from historical
data to certain physical changes in the system. Unless a satisfactory physical model

is available to test the system response to these changes, time series analysis may be



the next best thing to cast some light on the complicated climatological system of

south Florida.

PURPOSE

In a previous study, rainfall data in south Florida was assumed to be
independent and identically distributed. Tests of change in the mean showed that
many rainfall stations did have a significant change during the period of record
available. In this second phase of the study, the rainfall time series is not considered
independent; rather , their trends or cyclic phenomena will be examined. It is
hoped to : |

1. Identify anysignificant patternsin the time series, .
2. Quantify the reliability of the significant trends or cycles when identified,.
3. Examine the geographic distribution of the trends or cycles among the

stations, and

4. Apply these findings in a forecast mode.

DATASOURCE ANDTREATMENT

There are over 600 monthly rainfall station records available in the Data Base
of the District. Most of them have very short record length, started only recently,
and are located in the population centers along the coast. Only 15 stations are
selected for this analysis. The selection rationale is:

1. Earlystartingdate,

2. Long record length, and

‘3. Even spatialdistribution.

A map of the selected rainfall stations is shown as Figure 1.

Yearly data are used in this analysis. Missing data are filled in by correlation

with nearby stations not in the selected 15 stations. The filling is done only to
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exténd the data up to 1982 for those stations that were discontinued, and for the
raﬁdom mijssing data within the period of record. In other words, the records are
not extended to periods prior to the starting date of a station.

The rainfall station at Key West, MRF 6049, is of particular interest. It has the
longest length of record (150 years). It is far away from the land mass and is
presumed to have minimal impact by human activities. It also seems to be in a
different climatological regime from the rest of the stations. This station has a
mean of 38.42 inches per year, and a 9.24 inch standard deviation of the rainfall
series.

A synthetic yearly time series intended to represent the average District
rainfall is derived from the data of the selected stations. Basically, itis an arithmetic.
means of all the "over 50 years" stations. This synthetic time series is used as
"average” District rainfall time series. The mean of this average series is 53.01

inches, and standard deviation is 7.20 inches. Thisseriesisdenoted by ALL*.

ANALYSISSTRATEGY
1. Select a generic model, such as Regression, Stochastic, or others as
appropriate.
2. Because seasonal (yearly) cycles are well established, use yearly totals to
detect multi-year patterns.
3. Examine the variance reduction by the specific model to compare with
others to define the relative model efficiency.

4. When a promising model is found, apply the model in a forecast mode.

MODEL TESTED

The basic comparison model is the mean, e.g., one can always use the

monthly mean or yearly mean for filling the missing data or for future planning.



Any further sophisticétion of the model will have to be tested against the sample
mean, variance, and degree of freedom involved to see the efficiency of the
selected model.

1. Linear Regression Model. Linear regression equations of different types,
with yearly rainfall as dependent variable and time, or various transformations
thereof as independent variables, are tested in a sﬁepwise regression analysis. As
expected, the regression model is not an efficient model for rainfall. No regression
equation is found to be superior to the mean. The standard error of estimation by
regression equation is no better than the standard deviation of the sample. For
example, the "best" regression equation tested for averaged yearly rainfall series
for the District is in the form of

Rainfall (inch) = a,+a,t*+at?
where t denotes time in year.

The squared correlation (R2) is 0.044 The standard error of estimation is 7.13
inchés, while the standard deviation of the original series is 7.20 inches. The small
improvement cannot justify the use of the regression model over the sample mean.
It is concluded that the regression model alone is not useful.

2. Stochastic Models. Hidden cycles in a time series can be detected in the
frequency domain by spectrum analysis and Fourler series analysis, etc. It is a
foregone conclusion that yearly rainfall cycles exist in south Florida due to the
relative positions between the sun and the earth. Hence, multi-year cycles are the
target of the investigation. When yearly rainfall data were used in these
investigations, two prominent cycles, around 6 and 11 years, showed up. Thereisa
gap with no rainfall series showing the probability of an 8-year cycle. Some station
records are not long enough to demonstrate a periodic phenomenon of more than

11 years. Still the analysis shows that there may be a cyclic period around 29 years.
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Being unable to sort out the cause-effect interrelationship from lecal
peculiarities, it is commonly thought that the multi-year cyclic phenomena are
results of global and/or solar system factors. If these factors are controlling the
cycles, then within south Florida, these cycles should show some kind of
commonality in terms of length and synchronization. Variation of the cycle lengths
as discussed above indicates that either the phenomena are not results of a common
cause or else the local effects have modified and blurred the common cause.
Furthermore, not knowing the physical forces behind these cyclic phenomena, one
should also be cautious about getting spurious cycles; analogous to spurious
correlation in regression analysis. Because, given any (time) series not purposely
randomly generated, one can always find some kind of .periodicities in the series_
Hence the "cycles" identified visually should go through some kind of statistical
significance test. For a particular parameter to be statistically significant for
explanation of the variance of the data points, this parameter should at least
explain Fc x 1/N x 100 percent of the variance , where Fcis the critical F test value ata
given confidence and N is the number of data points. At 90% confidence level with
data points over 120, Fe = 2,75, Table 1 shows the significant cycles for all the
stations tested. Note that for each cycle, there are two parameters involved in
explaining the variance. Also it can be shown that the variance explained by a given
cycle is one half of the squared amplitude associated with the cycle. Viewing the
small percentage of variance explainable by each cycle in Table 1 indicates that the
amplitudes associated with these signficant cycles are still very small. Some
representative plots of variance spectrum are included in Appendix A. ’

One can also investigate the time series in the time domain, in addition to the
frequency domain discussed above. Autocorrelation of lag 1 through N years were
examined. It basically displayed the peak correlation around six and ten years.

Because of negative correlation, the plots of the correlogram can be confusing.

(=7



TABLE 1. SIGNIFICANT CYCLES

Stations Cycles in Months Percent Variance Explained

ALL* 6/2.11 |12/55.19 | 70/0.59

MRF6049 | 6/1.56 |12/25.12 { 36/0.33 42/0.35 118/0.38 156/0.40
MRF 6126 | 12/42.47

MRF 7057 | 6/1.75 |12/25.64 | 42/0.82 72/0.74 112/0.71 352/1.20
MRF6069 | 6/1.71 [12/25.87 | 38/0.86

MRF 6093 | 6/5.40 12/46.14

MRF 6044 6/4.18 12/46.82

MRF6119 | 6/1.82 ]12/42.85

MRF 8500 | 12/33.10]74/1.44

MRF 6015 | 6/5.33 {12/41.69 | 66/0.92

MRF7034 | 6/1.88 [12/36.64 | 184/1.19

MRF 6032 | 6/2.34 [12/25.54 | 42/0.60 68/0.92

MRF6013 | 6/5.25 [12/44.00 | 64/0.63

MRF 6007 | 6/6.57 [12/38.30 | 72/0.54

MRF 6005 | 6/10.45 [12/37.68

MRF 6024 | 6/5.91 }12/35.72 { 68/0.77
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However, these plots are very useful in ARIMA model identifications. Some
correlegrams are attached in Appendix B.

Plots of moving average can also help in identifying hidden cycles. Moving
average has the effect of smoothing out the short-term irregularities when the
right numbers of periods are used in computing the moving average. Peaks and
valleys can be amplified in the time scale. When the moving averages are plotted in
relation to calendar time, as shown in Appendix C, one can also see whether the
particular cycles are synchronized among stations. In general, it is observed that
wet and dry runs are fairly well synchronized in the area with some locational
variation to shift the peaks (or valleys) among the stations. Examination of these
graphs shows that 6 and 12 year cycles are relatively well synchronized and have-
larger amplitude.

From the above mentioned spectrum, correlogram, moving average, and
synchronization analysis, it is fairly consistent that there is a 6 year cycle; but the
next fundamental cycle varies from 10 to 12 years and reduces to marginal signif-
icance. This is also observed when significant cycles of each station are plotted in a
map. The Kissimmee River Valley shows a 6 year cycle, the lower east coastal area
shows a mix of 3 and 10 year cycles, while the area southwest of the District, lacking
good data, does not show any particular cycle.

Judging from the results of spectrum analysis and correlogram plots, it can be
concluded that ARIMA (Dixon, 1981) type models may not be very useful.
Nevertheless, a Box-Jenkins time series analysis using annual data was attempted.
The results of the "best" type of model énd the model forecast estimation error are
shown in Appendix D. It can be seen, for the models tested,that the forecast values
are not a better estimate than the means. This indicates that quantitative forecast
models of this type may not be worth the effort. Furthermore, there is no

geographical pattern shown in the results of this model analysis.
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3. Cycles of Wet and Dry Years. Another way to look at a cyclic phenomenon
is simply to find the mean values of a given cycle. For example, to find the mean
values of a 6 year cycle, values at years 1,7, 13, 19, . . . are added up to find the mean
for the first position; and years 2, 8, 14, 20, . . . for the second position, similar to
finding the monthly mean in a monthly time series. Figure 2 shows some of these
cyclic means from the average series. It can be seen that 6, 10, 11, and 12 year cycles
have larger peak-to- valley amplitudes. In order to derive more information from
these cyclic models, some statistics were plotted in Figures 3a through 3c for the
average series. Figure 3a is a plot of variation coefficient of the cycle mean and
shows that some cyclic models may be able to reduce the prediction variance
compared to the mean, but the reduction is not significant. In other words, cyclic-
models, just like ARIMA models, are not a more efficient model for year after year
prediction than the sample mean. Next, it is attempted to see if these models will
be able to shed any light on the extreme (wet or dry) years. Figure 3b is a plot of the
variation coefficient of each annual mean for 6 and 12 year cycles of the same series.
Observing the low variation coefficient at the extreme values, by referring to Figure
2,1t is clear that any variance explained by the model is realized mostly by reducing
the variance at the extremes. To take data size and variance into consideration, the
standard deviation scores (Z scores) from the series mean for the extremes of a given
cycle are plotted, as shown in Figure 3¢. It is found that the extreme Z scores are
significant only at certain cycle years. It is reasoned that when a cycle exists, the
peak (or valley) will tend to fall into the same cyclic position when the cyclic model is
correct. Hence, it is concluded that this type of cyclic model may have utility in
identifying the cyclic length, quantifying cyclic extremes, and predicting return of
extremes.

Because of the short record length, each cyclic position in a cycle model may

have only a few data points (typically less than 10). Student "t" criteria at 90%
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significance level is used for discrimination. To use these models in identifying
significant cycles, some obvious facts are observed:

1) Extreme values are monotonically increasing (for wet side) or decreasing

(for dry side) as cycle lengths increase. If the values are not monotonic,
either the cycle length is not right or data variability is so high that the
cyclic characteristic is unidentifiable. Since "t" can take data variance
and degrees of freedom into consideration, it is used as the
discriminator. The first significant cycle is tested against the mean at
90% confidence level. After a cycle is found, the same procedure can
then be used to identify the next significant cycle with the monotonic
requirement. _

2) The model does not assume that wet cycles and dry cycles should

necessarily be the same length. Hence, wet and dry cycles may be
identified separately. From Figure 3c it can be seen that 6, 12, and 24
year cycles are significant on the wet side and 6 and 18 year cycles are
significant on the dry side.

It is interesting to plot the mean extreme value of N year cycle at 1/N
percentile on a probability paper as shown in Appendix E. The validity of this
procedure as a method of distribution-free fréquency analysis may deéerve further
investigation.

The next step is to attempt to use the model in a real time forecast of the
extreme wet or dry years in a cycle. This is done by looking into the historical data
and estimating the probabilities that extreme conditions occurred in the same cycle
position. For example, in the average series for a 12 year cycle in the wet side, the
wettest position is at the 9th position, When the historical average rainfall is
divided into consecutive groups of 12 years, there are 7 groups. The wettest years

occurred at the 8th, 9th, 11th, 3rd, 8th, 8th, and 6th positions of 1 through 7 cycles,

et
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respectively. It can be seen that 9th and 8th positions have more than the random
chance of being the wettest year in the cycle. The 9th position had 2/7 = 28.57% to
be a wettest year in comparison to the random chance of 1/12 = 8.33%. In other
words, 9th position had about three times greater than random opportunity to be
the wettest year in a cycle. Assuming an exponential distribution, the probability of
the forecasted year to be the extreme of the cycle is computed and shown in Table 2
for the average rainfall series. Formulae used in this table are attached in Appendix
F. The resuitsofindividual station analyses are shown in Appendix G.

An examination of Table 2 shows that 1984 appears to be the peak for 3, 6,
12, and 24 year cycles. Since different cycles show different expected rainfall, a
legitimate question is: "What is the expected rainfall for 19847" The model is not
able to answer this question; however, using the expected rainfall from the longest
cycle (24 years in this case) usually provides the most significant estimate (62.81
inches). Of course, depending on application, other criteria such as the expected
rainfall corresponding to the least quotient of standard deviation, divided by
percent probability, can be used.

One aspect of the forecast method, using multiple and separate wet and dry
cycles, is the possible coincidence of both wet and dry extreme conditions in the
same year. It indicates the destructive interference of these cycles. The rainfall of
that particular year will have no better prediction than the mean.

Six and 12 year cycles deserve special attention because of the large
amplitudes and time gynchronization of these cycles. The 6 year cycle is relatively
symmetrical with 3 years wet and 3 years dry, which is reflected in the historical
"run." The 12 year cycle is not simply two repetitions of the6 year cycle, it has two
valleys of the same magnitude and one dominating peak. The amplitude of both
the valleys in the 12 year cycle is about the same as that of the 6 year cycle, while

the amplitude of the 12-year peak increased 2.4 inches over that of the 6 year cycle.
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TABLE 2. WET AND DRY YEAR FORECAST

WET (PEAK OF CYCLE) DRY (VALLEY OF CYCLE)
| - TIING AMOUNT TIVING AMOUNT
| CYOIE {Inches) {Inches)
YEAR YEAR .
(YEAR) {|Position |  YEAR P‘“‘;-E' EXP;;M Dit{,_ Position | YEAR Prcgo). Expr‘z;ted Dset{r.
' STATION: MRF ALL START: 1892 MEAN: 53.01 ST.DEV:7.20
3 3 1984 45 5508 6.74
1983/84 72
6 3 L1984 32 57.37 5.43 5 1986 30 4968 611
1983/84 61 1985/86 55
1985/87 79
12 9 1984 28 59.80 3.96 11 1986 27 4939 482
- 1983/84 54 1985/86 54
1985/87 66
13 11 1992 21 4551  4.67
21 1984 33 £62.81 2.94
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Hence, for water supply, a 6 year drought rainfall may be good for a 10 year project
lifetime. For water storage system planning, a 12 year rainfall cycle may be an
appropriate base for storage capacity and residence time computations.

In a previous study (Shih, 1983) detecting the rainfall change in the same
area, using data ending in 1981, it was found that yearly rainfall from 1970 to 1981
was about 5 inches less than the yearly rainfall prior to 1970 in the available records.
Decreased tropical cyclone acti\}ity in the 1970-1981 period accounted for 2.68
inches of rainfall reduction. Positioning the 12 year cycle in real time can account
for another one inch of rainfall reduction which is the maximum amount
explainable from the cyclic study. This leaves 1.32 inches, or 26.4% of the rainfall
reduction, to be accounted for by other factors. |

The picture is more confusing when looking at stations individually, There
are 10 stations out of 15 that show 6 year cycles, and only 4 stations that show 12
year cycles, even though the majority of the stations have 10 to 13 year cycles. There
is no particular pattern of geographic distribtuion of these cycles. However, there is
a strong indication from the individual stations that in recent years, peak of cycles
will oceur in 1983-84 and valley of cycles will occur in 1985-1986. While the study
failed to suggest a model for year-to-year rainfall forecasting, the cycle-extreme

does provide a better guess at upcoming wet and dry years.
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APPENDIX D
“"Best” ARIMA Model

Estimation

Station Standard Errors(In.) ARIMA(P.D.Q)
ALL* 7.20 7.08 D = 6; Q=611
MRF 6049 9.24 10.81 P = 8; D = 8; Q=
MRF6093 9.65 10.01 D=10; Q=10
MRF 6013 9.45 10.72 P = 6; Q=6

MRF6005 9.67 11.00 P = 6; Q=26

MRF 6007 9.28 12.77 P=11

MRF 7057 13.91 14.60 P =28

MRF 6032 9.64 9.93 P =6 D=11

MRF 6015 10.17 12.49 P=17; Q= 2

MRF 6126 11.36 13.49 P=11

MRF 6069 13.31 19.34 P = 6; D =12

MRF 6119 10.24 12.66 P=5

MRF 8500 12.42 10.60 P=24

MRF 6044 8.16 10.14 P =1 Q=1

MRF 7034 9.83 11.21 P =6,17

MRF 6024 10.08 13.31 P = 10,29




APPENDIX F

MODELFOR WET AND DRY YEARS
1. Let Xj, i=1,---N be the yearly rainfall of a station. There are N years of
record. The mean and standard deviation of the series are x and Sx |,
respectively. The variation coefficient is

Cvx= Sx/x.

2. To study the L cycle year, the X| series is arranged as follows:

X1 X %3 X4 X5 X
X7 X8 X9  X10 X11 X12
X13

or let it be denoted by
Yu Yiz Yi3 Yuu Y5 Y
Ya1 Yz2 Yoz Y4 Yz5 Yoo
Y31
3. Let nj, j = 1,---,L be the number of entries in each column. It is obvious
nj=N/Lornj=N/L + 1. L from 3 to N/3 are studied.
4, Some statistics of each column are computed. Let

n.

JY,
v= 5 X
Jo g
k= J

—



J' -
It is by observing that Cvy; of the peaks and valleys of known important cycles
reduced to about one half (3) of the average Cvx that promoted the further
investigation of this model.

Let
Y - X) Nn (N+n ~-2)1
J 7 J

t =
J

g . g * N+n.
(N—I]Sx+ (nj—l)SyJ 4

The first (shortest) significant cycle requires that
it 8 yj.< Sx

(if) Cuyj.< Cux

(i} ¢ |> ¢
te is at one tail 90% significance inth C(N + nj) degrees of freedom. The
absolute value is to be applicable for both wet and dry years. For a given
cycle, there may be more than one that satisfies these requirements, but only
those at the extremes (peak or valley) are of interest. The maximum t; (for the
wet year) and minimum t;j (for the dry year) is used for the selection of peak
and valley. Those extremum for each cycle are denoted by capital subscripts.
The succeding significant cycle requires that

(1) SyM< Sx

{ii) vaM< Cox
(80) [t ) 2 ftg
@)Y, |2 Y|

where subscripts M and S denote cycle length. Requirements (iii) and (iv) are
because of the monotonic nature for magnitude of recurrence events.



10.

Year position of a cycle is simply counting where the peak or valley fallsin the
sequence of a cycle.

For the timing forecast of a year, refer to No. 2. and extend to the future for
the wet or dry year forecast. For example, if a station started in the year 1892,
for a 12 year cycle the wettest year falls in position 9, the latest cycle started
in 1976 (1892 + 12x7). Since the first position of the cycle started in 19786, the
Oth position is 1984.

Note that the forecast of a wet year from one cycle may coincide with the
forecast of a dry year from another cycle when:

STY + CW- N+ PW= STY + CDM~+ PD

where: STY = Starting year of the station :

CW.CD = Cycle length of wet and dry cycle, respectively

N,M = Integer multipliers :
PW.PD = Year position of peak (wet) and valley (dry) in the cycles
CW and CD, respectively

It is obvious that the equation can be true only when CW and CD are not
multipliers of each other. _
The probability of the wettest (or driest) year of the cycle falling in the
forecasted year is computed by assuming an exponential distribution. Let L
be the cycle length of interest, say L=6 years. Refering to 2 above, Y is
replaced by rank Ry; of Yi; in each row, For example, Rii = rank of Yy in Y;
j =1,..,L. Rg; takes one of the integral values between 1 and L. Yy is
transformed into Ry as

Ri1 Riz Ris Riu Ris Ris
Ro1- Roa Rgs Rag Ras  Rog
Ra1

Suppose position year p, say p=4, is indentified to be the wettest (or driest) -
year of the cycle. Then the probability of the wettest yer expected to fall in
thes year is



=1
and the probability of the driest year expected to fall in this year is

nz(l)(Rkp_l)
[
" p
P(%) = T

S(4)”

=1
The exponential distribution assumption is checked by actual percentage of

years that the extrema occured in the predicted year from the short cycles

where most data points are available.



Appendix G. Wetand Dry YearForecasts of Individual Stations

WETFPEAK OFCYCLE) DRY(VALLEY OFCYCLE)
TIMING AMOUNT TIMING AMOUNT
(Inches) (Inches)
e VAR 1 maR prgg, Expectad Dsét;r. ;i?;on YEAR Prg}:. Expected D%t;r.
| STATION: MRF 6048 START: 1833 MEAN: 38.42 ST.DEV:9.24
8 2 1984 31 32.30  8.93
13 2 1990/91 25 3345 6.80
15 2 1984 30 47.64 10.30
17 10 1995 24 3061 411
25 6 1988 17 2794 132
]STATION: MRF 6093 START: 1892 MEAN: 53.27 ST.DEV:9.65
10 4 1985 21 4649 899
12 9 1982/84 68.94 61.57  9.25
STATION: MRF 6013 START: 1892 MEAN: 53.03 ST.DEV:9.45
6 3 1984 21 5714 924 5 1986 36 4776 197
0. 8 1989 14 5914 891 10 1991 24 4552 6.60
18 3 1984 20 64.34  8.30
21 14 1989 26 65.33 548
24 17 2004/05 32 43.08 340
STATION: MRF 6005 START: 1892 MEAN: 54.05 ST.DEV:9.67
6 5 1986 30 4879 1714
18 11 1992 20 4437 671
25 11 2002 33 4288 5.19
29 10 1988 32 64.54  9.33
STATION: MRF 6007 START: 1895 MEAN: 34.30 ST.DEV:9.28
5 2 1986 41 49.07 711
10 9 1983/84 25 60.58  7.36
17 11 1994/96 40 4544 674
24 22 1988 32 4405 265
27 9 1993 64 72.53 228




WET(PEAK OFCYCLE)

DRY{(VALLEYQOFCYCLE)
TIVMING AMOUNT TIMING AMOUNT
CYCLE (Inches) (Inches)
v [poneon | YEAR | Prob. | Brmseed | St | SO0 | yeag | Prob. | Bevened | St
STATION: MRF 7057 START: 1901 MEAN: 56.57 ST.DEV:13.91 |
.6 5 198384 59 6493 11.05
12 12 198384 18 6791 715 2 1985586 18 4660 6.35
24 12 198384 33 7321 451
| STATION: MRF 6032 START: 1901 MEAN: 51.97 ST.DEV:9.64
6 6 1984 37 5780 691 4 1988 34 4910 7.46
15 3 1992 21 59.88 2.64
21 15 1999 32 6240 208
23 16 198586 33 4528 122
STATION: MR¥ 6015 START: 1907 MEAN: 52.21 ST.DEV: 10.17
5 5 1986 44 4534 823
15 1 198%84 40  61.93 849 10 199192 22 4064 514
STATION: MRF 6126 START: 1910 MEAN: 62.34 ST.DEV: 11.38
43 1984 35 67.15 10.49
6 4 1985 31 5694 657
[STATION: MRF 6069 START: 1912 MEAN: 61.71 ST.DEV: 13.31
6 1 1984 36 6810 1065 3 1986 32 56.00 11.36
13 1992 46 7542 12.94
16 12 1986/87 27  43.80 462
STATION: MRF 6119 START: 1924 MEAN: 56.79 ST.DEV: 10.24
6 1 1984 38 6027 595 2 1985 49 4862 816
9 1 1987 31 6499  6.59
12 11 1994/95 47.93  67.18 4.48
18 15 1992 63 4395 6.41




WET(PEAK OFCYCLE) DRY (VALLEY OFCYCLE)
s TMNG | (fnchey TMNG | e
AR [pusion | VEAR | Prob. | Sxvemed | S | 0L | vmag | Prob | Beeecs Dev.
STATION: MRF 8500 START: 1928 MEAN: 62.93 ST.DEV:12.42
6 3 1984 42 7238 907 5 1986 40 5324  6.49
12 9 1984 25 7499 742
STATION: MRF 6044 START: 1929 MEAN: 51.74 ST.DEV:816
7 7 1984/85 3360  46.11 492
13 12 1992 25 5871  6.22
1717 1996 31 61.08 295
| STATION: MRF 7034 START: 1937 MEAN: 42.81 ST.DEV:9.83
8 5 1989 20 47.14  1.01
10 3 1990/91 25 5151 385 9 1985 23 3509 4.83
15 10 1991 31.08 651
STATION: MRF 6024 START: 1916 MEAN: 50.26 ST.DEV:10.08
6 4 1985 26 4790 5.83
9 7 1986 16 4585 2.56
12 9 1984 18 57.46 6.84 '
13 1 1994 20 4395 438
16 7 1986 48 4099 526




